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"This is the IT swamp draining manual for anyone who is neck deep in alligators."
- Adrian Cockcroft, Cloud Architect at Netflix
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Goal of Traditional IT:
Reliable hardware
running stable software



adrian cockcroft @adrianco 10 Apr
Baffling-late-adopters as a Service

Retweeted by Andrew Clay Shafer
Expand




SCALE






SPEED at
SCALE



\\\mlmmn;
,fherunmf

....SMAHBEB mﬂmm wdeul
No way o fill their empty hours!
mey WETE vichims of

CI.OUD

BR{DKEN“““
-STRE AMS

THE 4
4
;l
s;




Incidents — Impact and Mitigation

Public Relations Y inci.dents mitigated by A-ctive
Media Impact Active, game day practicing

YY incidents

High Customer mitigated by
Service Calls ~—T g better tools and
' practices

Affects AB YYY incidents
Test Results ™ mitigated by better
data tagging
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CIO Says Speed IT Up!




“Get inside your adversaries’
OODA loop to disorient them”



Land grab
opportunity

Competitive
Move
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Customer
Customers
i Pain Point
customers

Colonel Boyd,
USAF
“Get inside your
adversaries'
OODA loop to

disorient them”
Q Model
Hypotheses
—— Plan
Response

Commit

Resources




Territory

Expansion Foreign
Competition

Measure
_ Revenue Observe Customer
Print Ad Pain Point

Campaign
- a Systems
Upgrade Mainframe == Analysis
Mainframe = :
Era- 1 year Orient
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Mainframe Innovation Cycle

Cost S1M to S100M
Duration 1 to 5 years
Bet the whole company

Cost of failure — bankrupt or bought
Cobol and DB2 on MVS



Territory

Expansion Foreign
Competition

Measure
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TV Advert Pain Point
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Data
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Client Server Innovation Cycle

Cost S100K to S10M

Duration 3 —12 months

Bet a product line or division

Cost of failure — revenue hit, CIO’s job
C++ and Oracle on Solaris



Territory
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Measure
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Commodity Agile Innovation Cycle

Cost S10K to S1M

Duration 2 — 12 weeks

Bet a product feature

Cost of failure — product mgr reputation
Java and MySQL on Linux



Train Model Process Hand-Off Steps

Product Manager

QA Integration Team

Operations Deploy Team

Bl Analytics Team




What Happened?

Rate of change
increased

EE—EEEE

Cost and size
and risk of
change reduced
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Cloud Native

Construct a highly agile and highly
available service from ephemeral and
assumed broken components



Real Web Server Dependencies Flow

(Netflix Home page business transaction as seen by AppDynamics)

Each icon is e a e
three to a few
hundred
instances
across three
AWS zones

md  Mmemcached
& Web service
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Personalization movie group choosers
(for US, Canada and Latam)
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Continuous Deployment

No time for handoff to IT
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Developer Self Service

Freedom and Responsibility
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Developers run what
they wrote

Root access pagerduty



NETFLIX
oss

IT is a Cloud API

DEVops automation
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Github all the things!

Leverage social coding
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Repositories | Commit Timeline | Mailing Lists | Community | Powered By NetfixOSS | Aroundthe Web | AMis |

Our Repositories &2

Netflix Open Source Center

35 public repos
27 members
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Putting it all together...
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Continuous Innovation Cycle

Cost near zero, variable expense
Duration hours to days

Bet a decoupled microservice code push

Cost of failure — near zero, instant ro
Clojure/Scala/Python on NoSQL on C

lback
oud



Continuous Deploy Hand-Off Steps

Product Manager
A/B test setup and enable

Self service hypothesis test results

Developer
Automated test
Self service deploy, on call

Self service analytics




Continuous Deploy Automation

Check in code, Jenkins build
Bake AMI, launch in test env

Functional and performance test

Production red/black push




Bad Canary Signature

Hottest Metrics, limit=30, total=10

network.ratio mean=162.01%/median= 86.77%

®m ok
$all errors.ratio mean= 40.08%/median= 39.91% : Eoltd
o
9 . A O noisy
M nodata
CPU.ratio mean= 13.46%/median= 7.76% badscale
* 2
cold= noisy=2 ) _ o mean
customer atn streams.ratio mean= 1.05%/median= 1.35% A median

hot=3 " [E'

memory.ratio mean= 0.68%/median= 0.66%

name state | ratio | mec g E

load.ratio mean= 0.00%/median= -5.21%

: 5

open errors * noisy |11 |0 close errors.ratio mean= 0.00%/median= -0.21%
customer atn streams | ok | 1.01 [1.01 , | 4
memory ok 1.01 | 1.01

latency.ratio mean= 0.00%/median=-54.68%
success * ok 1 0.99
latency * ok |1 |oas 3 - A é
feaperexceptions* ok |1 [NA success.ratio mean= 0.00%/median= -0.60%
close errors * ok 1 1 5 m
load * ok 1 0.95
threads noisy |08 |0 fail ratio.ratio mean=-33.10%/median=-35.85%

ErE s
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Happy Canary Sighature

$all: state=noisy (98%)

et Maicn, b, botabe

sall upper/lower bounds

$all . s —e- \.}.- " n - e ..4@... “an
i . i
i t t
: } ]
name state | ratio | median | lower | upper
close errors * noisy | 1.18 | O 0 6.13
failure * noisy | 1.18 |0 0 6.14
fail ratio * noisy | 1.15 |0 0 7.05
memory ok 1.01 |1 091 |1.09
errors * ok 1 1 096 |1.04
latency * noisy | 1 0.59 031 |1.69
customer atn streams * | ok 1 NA 1 1
CcPU* ok 1 0.96 092 |1.08
load * ok 1 0.86 08 12
network * noisy | 1 0.21 0 234
success ok 1 1 096 |1.04
threads noisy | 0.83 | 0.84 029 [1.71
recovered noisy | 0.75 | O 0 254




Global Deploy Automation

Afternoon in California
Night-time in Europe

West Coast Load Balancers East Coast Load Balancers /ncers

g,
T

assan eplicas icas assan: eplicas

Canary then deploy, Canary then deploy

Next day on West Coast Next day on East Coast After peak in Europe



Release It!

Design and Deploy
Production-Ready Soltware

Drift into
= Failure

Inspiration

IHE LEAN SERIES

| Jez Humble, Joanne Molesky & Barry 0'Reilly
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Adopting Continuous ||NG
Delivery, DevOps, and |y‘sw3m
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How Common Sense Fails

DUNCAN J. WATTS

NEW YORN TAMES BESTSELLING ANTHER OF
THE BLACK SWAN

ENTERPRISE

k witk WEBSITE

CLOUDONOMICS

The Business Value of Cloud Computing

Joe Weinman
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Takeaway

Speed Wins
Assume Broken
Cloud Native Automation
Github is your “app store” and resumé

@adrianco @NetflixOSS
http://netflix.github.com



A/B Test Hypothesis

You would prefer the Halloween
Scooby Doo Ending



I’"d have got away with it if it wasn’t for

yvou meddlesome kids!
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